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Problem: Existing techniques fail to reconstruct an actual class hierarchy resulting in gaps and partial hierarchies
Goal: Identify and output the most likely class hierarchy for a stripped binary
Solution: Reconstruct hierarchy based on behavioral similarity between types using tracelets

Evaluation Scenario:
Q: which types inherit from type 𝑡?

• Useful for Control Flow Integrity
• Relevant to virtual function calls
• Generate policy from hierarchy
• Additional types → false positives
• Missing types → false negatives

Highlights:
• echoparams: reconstruct exact hierarchy
• Smoothing: from 7.9 false positives to 1.1
• Analyzer: from 6.79 false positives to 1.38

• Tradeoff between false negatives and false positives
• Can use more than a single hierarchy to generate policy
• Reduces missing types but increases added types

The research leading to the results presented in this paper is partially supported by the European Union’s Seventh Framework Programme (FP7) under grant agreement no. 615688 (PRIME) and the Israel Science Foundation grant no.1319/16.
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Type representation
Collect a set of tracelets for each type

• Statically analyze the binary
• Extract usage sequences for types
• Sequence of operations applied to  instances 

of that type
• Filed accesses, function calls, etc…

𝑇𝑟 𝑡 = {𝑊 16 → 𝑅 0 → 𝐶 0 → 𝑅 8 ,… }

Train model for each type
• Statistical language model (SLM), 𝑀𝑡,

using Prediction by Partial Match algorithm
• Train using 𝑇𝑟 𝑡

• Builds suffix tree from tracelets
• Given query tracelet 𝑞, model computes 

probability of tracelet, Pr
𝑀𝑡

(𝑞)

Simplify graph

• Using structural cues used by existing techniques

• Split to smaller subgraphs
• Shared virtual table entries

• Eliminate impossible edges
• Call to parent constructor
• Virtual table size

• etc…
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Convert to a weighted graph
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𝑊 𝑡1 → 𝑡2 = 𝐷𝐾𝐿 𝑀𝑡1 ∥ 𝑀𝑡2

Measure similarity between types

• Use Kullback-Leibler divergence
• Measures similarity between SLMs
• Asymmetric measure

𝐷𝐾𝐿 𝐴 ∥ 𝐵 = Σ𝑤∈𝑊 𝑃𝑟𝐴 𝑤 ⋅ ln
𝑃𝑟𝐴 𝑤

𝑃𝑟𝐵 𝑤

𝐴 = 𝑀𝑡1 , 𝐵 = 𝑀𝑡2 ,𝑊 = 𝑇𝑟 𝑡1


