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Problem: Calls to virtual functions break the control flow of programs and hinder reverse engineering (RE) efforts
Goal: Statically determine most likely targets of each virtual function call
Solution: Determine types of objects used in virtual function calls based on how they are used
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1st stage – Binary Analysis and Tracelet Extraction

mov [eax+10h],1
mov ebx,[eax]
mov edx,[ebx]
call edx
mov ebx,[eax+08h]

eax points to object

𝑊𝑊 16 −𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊 𝐹𝐹𝑊𝑊𝑊𝑊𝐹𝐹𝐹𝐹 𝑎𝑎𝑊𝑊 𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑊𝑊𝑊𝑊 16
𝑅𝑅 0 − 𝑅𝑅𝑊𝑊𝑎𝑎𝐹𝐹 𝐹𝐹𝑊𝑊𝑊𝑊𝐹𝐹𝐹𝐹 𝑎𝑎𝑊𝑊 𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑊𝑊𝑊𝑊 0

𝑅𝑅 8 − 𝑅𝑅𝑊𝑊𝑎𝑎𝐹𝐹 𝐹𝐹𝑊𝑊𝑊𝑊𝐹𝐹𝐹𝐹 𝑎𝑎𝑊𝑊 𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑊𝑊𝑊𝑊 8
𝐶𝐶 0 − 𝐶𝐶𝑎𝑎𝐹𝐹𝐹𝐹 1𝑠𝑠𝑠𝑠 𝑉𝑉𝑊𝑊𝑊𝑊𝑊𝑊𝑉𝑉𝑎𝑎𝐹𝐹 𝐹𝐹𝑉𝑉𝐹𝐹𝐹𝐹𝑊𝑊𝑊𝑊𝑜𝑜𝐹𝐹

Input

Many possible targets
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𝑊𝑊 16 → 𝑅𝑅 0 → 𝐶𝐶 0 → 𝑅𝑅 8

→

Tracelets:
• 𝑊𝑊 16 → 𝑅𝑅 0 → 𝐶𝐶 0 → 𝑅𝑅 8 → 𝑊𝑊 16
• 𝑅𝑅 0 → 𝐶𝐶 0 → 𝑅𝑅 8 → 𝑊𝑊 16 → 𝑅𝑅 0
• 𝐶𝐶 0 → 𝑅𝑅 8 → 𝑊𝑊 16 → 𝑅𝑅 0 → 𝐶𝐶 0
• 𝑅𝑅 8 → 𝑊𝑊 16 → 𝑅𝑅 0 → 𝐶𝐶 0 → 𝑅𝑅 8

2nd stage – Train a model for each type
Use objects for which a type can be statically determined (e.g. recently initialized)

𝑁𝑁-gram based Statistical Language Models
• Computes sentence probability in a language
𝑃𝑃𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝑠𝑠ℎ I am giving a talk > 𝑃𝑃𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝑠𝑠ℎ A talk giving I am

• Sentences of length 𝐹𝐹

• Uses Prediction by Partial Match implementation
• Originally a compression algorithm
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Train model by 
parsing to 𝐹𝐹-grams 
and building 
probability tree

Query model by 
traversing path
to sentence
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3-grams:
abc
bca
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aab
abb

3rd stage – Compute ranking of types for objects
Use objects for which a type can’t be statically determined

• Model can compute probability of tracelet

• For object 𝑜𝑜 and type 𝑊𝑊:

𝑃𝑃𝑀𝑀 𝑠𝑠 𝑜𝑜 = Π𝑠𝑠𝑡𝑡∈𝑇𝑇𝑇𝑇 𝑜𝑜 𝑃𝑃𝑀𝑀 𝑠𝑠 𝑊𝑊𝑊𝑊
𝑇𝑇𝑅𝑅 𝑜𝑜 ≔ set of tracelets of 𝑜𝑜

• Rank types for object 𝑜𝑜 according to 𝑃𝑃𝑀𝑀 𝑠𝑠 𝑜𝑜

Evaluation:
• Evaluated over 20 benchmarks
• Compared to ground truth from manual RE
• Objective: rank expected target highest
• Across all benchmarks, for over 80% of calls to

virtual functions, expected target ranked in top 3

smoothing.exe

Result of Smoothing.exe:

• 𝑿𝑿 axis – maximum rank
• 𝒀𝒀 axis – percentage of calls to virtual functions

for which the expected target was
ranked below the maximum rank
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